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Abstract

Interaction with virtual objects in an augmented envi-
ronment enhances the user’s interpretation of their pres-
ence. An augmented reality (AR) system that uses com-
puter vision for registration can use the same technology
Jor simple gesture recognition. This paper describes hand
detection and simple gesture recognition techniques useful
in pattern-based AR systems. Pattern-based registration
is briefly discussed followed by the details of hand extrac-
tion and analysis. The paper concludes with an applica-
tion of these techniques using windows-based program-
ming.

1. Introduction

Unlike virtual reality, which encompasses a user in a
completely computer-generated cnvironment, in aug-
mented reality (AR) the user sees both the physical world
and the virtual augmentation. The virtual objects can con-
sist of text, 2D images, or 3D models. One of the most
promising vision-based augmentation techniques involves
tracking a planar pattern in real-time and then augmenting
virtual objects on top of the pattern [9, 10]. Other track-
ing techniques exist such as colour blob finding [11] and
magnetic or inertial trackers [12, 13, 14]. A further en-
hancement to such an augmented environment is the abil-
ity to interact with the virtual objects as one would with
the real oncs. Other systems exist, which require special
gloves [1], fixed camera orientation [8], or morc restric-
tive pattern visibility [2]. In this paper, we show how to
perform real-time hand detection over the planar pattern,
and how to use this as the basis for interaction with the
augmentation.
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2. Pattern tracking system

In planc based AR a black and white planar pattern is
tracked through the video sequence, shown in figure 1 on
the left. The tracking system computes a planar homo-
grahy [3, 4] between the detected and tracked corners [15]
of a known planar pattern. This homography defines a
warp from the original two-dimensional pattern to its lo-
cation in the image frame. From this transformation, the
necessary camera parameters can be extracted [5, 6, 7] to
define a 3D coordinate system on the image-space pattern.
This coordinate system is used as an origin for augment-
ing the virtual objects, shown in figure 1 on the right. As
the target and/or camera move, the homography is updated
in real-time. This ensures proper alignment of virtual ob-
jects with the real scene in each frame of video.
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Figure 1. Augmented object on a planar pattern

3. Hand detection

In order to have human interaction with an augmented
environment, human gestures nwst be recognized. Al-
though human gesture comes in many forms, we chose a
simple hand gesturc as the means for interaction. The
hand is detected using image subtraction, at which point
detailed information is extracted for gesture recognition.



3.1. Image subtraction using the homography

Image subtraction is a commonly used technique for
detecting changes in a video scene. This approach relies
on a fixed camera position relative to the reference scene
in order to detect the pixel variation due to foreground
changes. However, in vision-based AR the camera can
move, which normally eliminates image subtraction as a
useful tool. When performing augmentation onto planar
patterns the pattern space representation of each frame has
a fixed position and orientation regardless of camera or
target motion. This is because the pattern-to-frame space
homography is updated for each frame. When the frame
is warped using the inverse homography, the position and
orientation of the camera and target are lost. Essentially
the camera motion has been removed by this inverse
warping. Pattern-space image subtraction can then be per-
formed on this stabilized image, therefore effectively per-
forming image subtraction even for a moving camera.

To subtract the hand image for the stabilized pattern
image we must be able to distinguish the hand from the
background. Although the black and white pattern colours
differ greatly from the colour of the occluding hand,
changes in lighting can cause this distinction to be mini-
mal in the captured frame of video. As the lighting con-
ditions change, the intensity of the white regions varies
more than the black. For this reason, the black regions are
analyzed separately from the white. In both cascs, the
histogram of the region shows a peak in the pattern colour
and a pcak representing the hand colour. A threshold is
chosen in the valley between the two peaks leaving a bi-
nary image. These two binary images are combined to
form the binary representation of the subtraction result.

Using the binary image from the thresholding process,
the fingers are extracted by a flood-fill algorithm for blob
detection.  All blobs that meet a minimum pixel count of
sixty are stored and assumed to be fingers of the occluding
hand.

3.2. Improving the augmentation

With this hand detection mechanism in place, im-
provements to the visual and functional aspects of the
augmentation system can be made.

The standard procedure used by this system to augment
a video sequence with virtual objects in real-time is to
render the virtual objects over cach captured frame. Since
the hand is a part of the captured frame, it is thus occluded
by any virtual objects. The immersive illusion created by
augmenting a video scene is therefore diminished by such
occlusion inaccuracics.
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Using the point-set representation of the hand, the con-
vex hull of each blob set is computed in order to create a
clockwise contour of each hand component. This repre-
sentation of the hand lends itself to the standard polygon
drawing facilities of OpenGL. During a render cycle each
polygon, defined by the convex hull of a hand region, is
rendered to the stencil buffer. When the virtual object is
rendered, a stencil test is performed to omit pixels that
overlap the polygons in the stencil buffer. This gives the
illusion that the hand is properly occluding the augmenta-
tion. Figure 2 shows the augmentation with and without
the stencil test, right and left respectively.

Figure 2. Occlusion using the stencil buffer

Another aspect of the augmentation system that can be
improved with this occlusion information is the reliability
of the corner tracking. When the hand occludes a corner’s
scarch box, sometimes a phantom or false corner is pro-
duced. Using our convex blob representation a quick col-
lision scan can be performed to test the containment of
any hand pixels in the scarch boxes. Then we simply in-
validate those search boxes that contain hand pixels,
shown as dark squares in figure 3. The light squarcs in
figure 3 represent the un-occluded search boxes.

Figure 3. Search box invalidation

This means that those occluded corners will be ignored
during the tracking phase, which increases the robustness
of the tracking,



4. Hand gesture recognition

To further test our ideas we have implemented the
ability to recognize the point and select gesture on the
target plane. The information gathered by the hand detec-
tion phase greatly simplifies the gesture recognition proc-
ess. The finger tip location is calculated for the pointing
action, and the finger blob count is used for the select ac-
tion.

4.1. Fingertip location

To determine the location of the user’s point and select
actions a pointer location must be chosen from the hand
point set. To simplify this process, the current system
constraints were cxploited and a number of assumptions
were made. The first useful constraint deals with the
amount of target occlusion. The planar tracking system
uscd for augmentation assunics that approximately half of
the target corners are always visible. To satisfy this con-
straint, only a portion of a hand can occlude the planar
target at any time. This allows us to make a legitimate
assumption that only fingers shall occlude the target.
From this we get:

Assumption 1: Separated fingers will be detected as
scparate blobs in the detection phase.

Due to the simplicity of the desired interaction, a second
assumption was madc:

Assumption 2: Fingers will remain extended and rela-
tively parallel to cach other.

This is also a rcasonable assumption becausc pointing
with one or morc extended fingers is a natural human
gesture. The third constraint used to simplify the process
was the following:

Assumption 3: Any hand pixel set will contain at lcast
one pixel on the border of the pattern-space representation
of the current frame.

Using all three assumptions the hand gesture recogni-
tion process begins by sclecting the largest detected finger
blob. From the blob’s point set, the orientation of the
principal axis is calculated using central moments. The
principal axis line, shown as the long line cutting the fin-
ger blob in figure 4, is defined by forcing it through the
blob centroid. The next step involves finding the root
point on the principal axis. This represents approximately
where the finger joins the hand. This simplification holds
as a result of assumption two. Using assumption three, a
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border pixel, r,, is chosen from the blob and its closest
principal axis point, r,, is chosen as the root. The finger
tip, ty, is then computed as the farthest point in the blob
from the root point, and is used as the pointer location.
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Figure 4. Finger tip location using orientation

4.2. Simple gesture capture

The number of detected finger blobs is the basis for the
selection process, using the first assumption of section
4.1. A single detected finger blob represents the gesture
of pointing, shown on the left in figure 5. Multiple de-
tected finger blobs represent the gesture of selecting,
shown on the right in figure 5. The finger tip location is
indicated by the small cross on the prominent finger.

Figure 5. Finger count for gesture recognition

Interaction with the augmentation can be performed,
for example, by showing one finger for pointing and in-
troducing a second finger over the target for sclecting.

5. Hand interaction on the plane

Using the hand detection and gesture recognition in-
formation gathered by the system, a mechanism for two-
dimensional interaction has been defined. This typce of
intcraction is similar to the current window-based operat-
ing systems that have two-dimensional mouse input. For
this reason, a fully-functional control panel dialog box
was built to demonstrate the augmented interaction.



5.1. Displaying the interface

Since the hand gestures are capturcd over the planar
pattern, the control panel must be augmented onto the
pattern within the AR system. This means that the bitmap
representation of the control panel dialog box, shown on
the left in figure 6, needs to be stored as a graphics texture
and then rendered over the pattern as a virtual object,
shown on the right in figure 6.
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Figure 6. Control panel dialog box

This representation is updated regularly to continuously
capture the state of the control panel interface. This
mechanism provides the user with the ability to see the
visual behaviour of the interface in real-time.

5.2. Interaction with the interface

With the visual feedback mechanism in place, a method
is required to initiate the interaction in order to orchestrate
system behaviour.

The fundamental interaction parameters arc the gesture
type and the location of intercst. In this system, the first
time that multiple fingers are detected, a selection opera-
tion is produced. On the other hand, the first time that a
single finger is detected, the sclection operation is can-
celed. The finger tip location relative to the pattern origin
is used as the location of intcrest for the operation. This
translates to a “mousc down” event, shown on the right in
figure 7, during selection and a “mouse up” event, shown
on the left in figure 7, during cancellation.

L

Figure 7. Control panel selection event
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These events, along with the location of interest, can be
sent directly to the control panel dialog box as though they
were sent from the actual mouse. The purpose of using an
actual dialog box in the system is to exploit the simple and
powerful tools provided by the pre-existing windows pro-
gramming libraries. These tools include the simplicity of
adding system behaviour to this interface as well as the
pre-programmed complexity of the visual interface com-
ponents.

6. Importance of an augmented interface

Interaction in Virtual Reality can take on many forms.
Onc such form is the direct manipulation of the virtual
objects in the augmented environment. Another useful
form is the manipulation of the system properties that
govern the appearance and behaviour of the scene aug-
mentation.

The system described in this paper is one way of pro-
viding the immersed user with the ability to control the
properties of the AR system. The fact that the interface
itself is a virtual object in the augmented environment
allows it to be used in ways that differ from those of
physical interfaces while at the same time providing com-
plex functionality. For example, the augmented interface
can be altered or positioned arbitrarily by the user or by
the system. Also, the interface can be removed or re-
placed by other virtual objects when the system does not
detect an occluding hand. In general, the virtual nature of
the interface provides the user with a flexible yet powerful
method of interaction.

7. Results

The system detects hand-based selection with location
of interest accurate enough to manipulate common win-
dow controls. This provides the user with an effective
tool for system property manipulation in an Augmented
Reality environment.

The system performed proper hand cxtraction under
reasonable lighting conditions.  Drastic variations in
lighting require thresholding techniques beyond those
implemented in this system.

The augmentation improvements provided by the hand
detection process increased immersion significantly. In-
accuracies in the visual occlusion of objects drastically
hinder the user’s presence with the virtual objects. Also,
the instability of the virtual objects immediately separates
them from the real environment. Increasing the robust-
ness of the comer tracking technology reduced this
positional variance significantly.



7.1. Performance

A major design goal of this augmented reality system is
real-time frame capture and augmentation on standard PCs
using off-the-shelf USB camera hardware. The current
implementation of this system uses OpenGL to augment
simple 2D textures onto the planar pattern at 15Hz on an
Intel Pentium 3 800MHz PC equipped with an ATI Rage
128 Video card and an Intel CS110 USB camera capturing
320x240 images. A demonstration of this software is
available online at www.cv.iit.nrc.ca/research/ar.

8. Conclusion

In this paper, we have demonstrated the ability to de-
tect and respond in rcal-time to user interaction in an
Augmented Reality environment. The importance of oc-
clusion detection over the pattern used by the tracking
system was also discussed. Adopting the commonly used
windows-based interaction to the AR environment creates
a familiar and comfortable interactive experience for the
user.
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